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Abstract

Among very-low-disorder systems of condensed matter, the high-
mobility two-dimensional electron gas (2DEG) confined in aluminum
gallium arsenide (AlGaAs)–gallium arsenide (GaAs) heterostructures
holds a privileged position as a platform for the discovery of new
electronic states driven by strong Coulomb interactions. Molecular
beam epitaxy (MBE), an ultra-high vacuum (UHV), thin-film de-
position technique, produces the highest quality 2DEGs and has
played a central role in a number of discoveries that have at their
root the interplay of reduced dimensionality, strong electron-electron
interactions, and disorder. This review attempts to describe the latest
developments in heterostructure design, MBE technology, and the
evolution of our understanding of disorder that result in improved
material quality and facilitate discovery of new phenomena at ever
finer energy scales.
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1. INTRODUCTION AND APPROACH

The importance of innovation in the science and technology of thin-film growth in condensed
matter physics cannot be overstated. Development of new, low-disorder, and often highly engi-
neered materials is central to new discovery in our field. Of the numerous thin-film deposition
techniques invented, none has played a more crucial role for the study of low-dimensional elec-
tronic systems thanmolecular beamepitaxy (MBE).MBE’s largest impact is related to the study of
the two-dimensional electron gas (2DEG) in aluminum gallium arsenide (AlGaAs)–gallium ar-
senide (GaAs) heterostructures [the discovery of the fractional quantum Hall effect (FQHE) by
Tsui et al. (1) is themost obvious example of unanticipated physics generated inmaterial grown by
MBE], but numerous other fields have been fundamentally altered byMBE’s ability to epitaxially
deposit heterogeneous materials with monolayer precision. Many mesoscopic phenomena in
quantum dots and quantum wires have been discovered and fully investigated in materials
produced by MBE. MBE and MBE-like techniques have also proven to be useful tools in such
diverse areas as high Tc superconductivity (2, 3), complex oxide heterostructure growth (4, 5),
topological insulators (6), and II–VI semiconductor heterostructure growth (7).

This review attempts to describe howMBE is used to produce state-of-the-art low-dimensional
electronic systems in the AlGaAs-GaAs system needed for experiments designed to explore fun-
damental phenomena in condensed matter physics. This review is by no means comprehensive; in
fact, we adopt a rather narrow approach. We do not review in any detail the historical de-
velopment of MBE, its origins dating to the late 1960s in the work of Arthur & Cho at Bell
Laboratories (8); nor do we attempt to cover in great detail the many exciting developments in the
application ofMBE tomaterials other thanGaAs. Although application ofMBE to other material
systems has recently been extremely fruitful, a thorough discussion is left to the experts. We are
brief in our discussion of the features generic to allMBE systems andprocesses. At this time (2014),
many excellent textbooks and reviews describe the fundamental physical mechanisms underlying
theMBEgrowth process aswell as the general principles ofMBEdesign and operation (9–14). The
development of the high-mobility 2DEG in AlGaAs-GaAs heterostructures has a long history that
we cannot cover in its entirety (15, 16). This review focuses instead on recent developments of
highly specialized MBE systems dedicated to the production of ultra-clean AlGaAs-GaAs het-
erostructures with mobility >107 cm2/Vs, on techniques currently employed by the leading
practitioners, and on our evolving understanding of heterostructure design in samples specifically
tailored for physics experiments. Much of our discussion is based on the author’s experience in
establishing a new ultra-high-purity GaAs MBE laboratory at Purdue University in 2011 and
lessons learned through several years of collaboration with Loren Pfeiffer and Ken West at Bell
Laboratories. We dedicate considerable space to a thorough discussion of the current limits on
heterostructure quality, to our evolving understanding of disorder in low-dimensional systems and
its impact on the physics we hope to explore, and, finally, to outstanding questions and new
directions for research.

1.1. Molecular Beam Epitaxy as a Tool for Physicists

MBE’s utility to the physicist derives from its ability to produce extremely clean and structurally
abrupt interfaces of dissimilar materials. This capability in turn allows the MBE grower to control
the dimensionality of electronic systems. Indeed, many of the phenomena investigated in materials
grownbyMBErelyonelectronic andoptic properties that areunique to thedimensionality imposed
by the heterostructure design.MBE has several key attributes that make it ideally suited to creating
such structures. At its core, MBE is simply an ultra-high vacuum (UHV) evaporation technique. In
a UHV environment, beams of atomic and molecular species are thermally evaporated and are
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incorporated into a heated substrate placed in the line of sight of the emerging beams. The chemical
composition of the growing film is controlled bymechanical shutters placed in front of the thermal
beams. Distinguishing features of MBE include:

1. Large-area, single-crystal films can be produced with extremely low extended defect
density and exact epitaxial registry between the starting substrate and the overgrown
film.

2. Unintentional impurity incorporation can be extremely low—on the order of 1013/cm3

in the best GaAs MBE systems.
3. MBE is a slow growth technique, with typical growth rates between 0.1 and 2

monolayers per second—at this rate atomically abrupt interfaces can be produced.
4. UHV conditions allow numerous in situ diagnostic techniques, giving the grower real-

time feedback on the state of the growing film.

A number of inherent properties make AlGaAs-GaAs a model system for both MBE growth and
exploration of low-dimensional electron physics. Figure 1 displays a scanning transmission
electronmicroscope image of a 7-nmAlAs/5-nmGaAs 50-period superlattice. The bright strips are
the GaAs layers, and the darker strips are AlAs. The sharpness of the heterointerfaces and the
coherency of the superlattice are evident. The lattice mismatch between AlAs and GaAs is only
0.1%, allowing full range of alloy composition and layer thicknesses to be grown without the
formation of extended defects. The AlGaAs-GaAs heterostructure system has a type I band
alignment; the AlGaAs barrier acts as a barrier for both conduction band electrons and valence band
holes and can provide upward of 0.3 eV of confinement for electrons at an Al0.35Ga0.65As-GaAs
interface. The effectivemass of conduction band electrons inGaAs is also relatively light (m� ¼ 0.067
me, where me is the free electron mass). The light mass results in high electron mobility and strong
electrostatic confinement in heterostructures. There are also a number of practical considerations
worth mentioning. Driven by years of research and industrial demand, high-quality bulk GaAs
substrates are readily available and fairly inexpensive. Furthermore, starting materials, including
arsenic, gallium, and aluminum, can be obtained from a number of producers and purification
techniques, for these elements are sufficiently well developed to enable high-purity MBE growth of
their compounds. These last two points are important starting conditions for a sustained effort at

GaAs substrate  

[1
0

0
] 

50 nm

Figure 1

Cross-sectional transmission electron microscope image of a 7-nm AlAs, 5-nm GaAs 50-period superlattice
grown at Purdue. The bright regions are the GaAs layers, whereas the darker regions correspond to AlAs.
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improving heterostructure quality viaMBE growth to the level obtained inGaAs. The importance of
awell-developed substrate technology forGaAs can be contrastedwith the situation in another III–V
semiconductor system, AlGaN/GaN, in which lack of widely available low-defect density GaN
substrates presents a substantial impediment to progress (17–19).

1.2. The Two-Dimensional Electron Gas and Mobility

The workhorse of low-dimensional electron physics is the 2DEG. Not only does examination of
the properties of 2DEG itself remain an active area of research, but it also forms a basic building
block for a number of other low-dimensional systems, e.g., quantum dots and quantumwires. For
30 years, low-temperature mobility has been used to benchmark 2DEG quality in the AlGaAs-
GaAs system. Mobility is defined as m ¼ s/ene where s is the conductivity, e is the charge of
the electron, and ne is the 2D areal density of electrons. Crudely speaking, mobility measures an
electron’s ability to carry current without undergoing large-angle scattering—higher mobility
implies less large-angle scattering. Mobility has improved from 5,000 cm2/Vs for early
modulation-doped samples in 1979 (20, 21) to over 33 107 cm2/Vs in present-day state-of-the-art
samples (22, 23), an amazing improvement. To put this in context, an electron in a 33 107 cm2/Vs
sample has at low temperatures a ballistic mean free path of 0.3 mm, essentially traveling
macroscopic distances between hard scattering events. Low-temperature 2DEG mobility is a
useful metric for the MBE grower for several reasons. Even in the highest quality AlGaAs-GaAs
2DEGs, mobility tends to saturate at temperatures below T ¼ 1 K. At T ¼ 1 K, acoustic phonon
scattering is sufficiently weak such that it can be neglected (24); thus, any saturated behavior must
be associated with static, and largely temperature-independent scattering centers. Therefore,
mobility can be used to quantify the residual disorder in the MBE-grown sample in a fairly
unambiguous manner (we discuss limitations to this reasoning in a later section). Scattering from
residual disorder comes in several flavors: Remote charged impurity scattering from intentional
silicon donors, alloy disorder scattering, interface roughness scattering, and uniformly distributed
background charged impurities are a few examples. Importantly to the MBE grower, mobility is
also easy to measure. It requires minimal processing (employing the van der Pauw geometry), and
only a simultaneous measurement of resistivity and the low magnetic field Hall effect is necessary
to characterize a newly grownwafer. The importance of this fact cannot be overestimated. One of
the principal challenges of ultra-high-purityMBE growth is shortening the feedback loop between
sample growth and electrical characterization. TheMBE grower needs somemeans to determine if
a variation in a growth parameter has a positive or detrimental impact on 2DEGquality. Although
it is not the only electrical parameter important for 2DEG functionality, low-temperaturemobility
is the quickest means to assess sample quality. Thus, the humble mobility measurement is an
invaluable tool for the MBE grower as he/she tries to efficiently optimize growth conditions and
heterostructure design. In the author’s laboratory at Purdue, two wafers are grown per day, and
as needed, these two growths can be fully characterized at T¼ 0.3 K and a high magnetic field the
next day, providing valuable input for subsequent growths.

2. MOLECULAR BEAM EPITAXY SYSTEM CONSIDERATIONS

Given the correlation between sample purity and visibility of low-energy scale physics, it is not
surprising that several research groups around the world have dedicated considerable effort to
developing MBE growth systems focused primarily on the achievement of ultra-high-mobility
2DEGs in GaAs. The Purdue group, the Princeton–Bell Labs group, and the Weizmann group
have all reported 2DEG mobility in excess of 20 3 106 cm2/Vs. The samples of all three of these
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groups have been used extensively to study the fragile fractional quantumHall states of the second
Landau level, which is one of themost exciting topics in contemporary condensedmatter research.
The Princeton–Bell Labs group and theWeizmann group have both reported peakmobility above
303 106 cm2/Vs (22, 23). Investigation of the second Landau level requires samples of the highest
quality. In order to work in this regime, AlGaAs-GaAs MBE hardware has become highly
specialized. Several factors influence the design of MBE systems dedicated to high-mobility
AlGaAs-GaAs growth. Vacuum pumping speed and ultimate base pressure, thermal efficiency of
heaters, cleanliness of materials subjected to high temperatures, subsystem redundancy, and
safeguards against common system failures are principal concerns. The MBE system in use at
Purdue is shown in Figure 2. Working closely with the author, Veeco Inc. built this highly cus-
tomized system (http://www.veeco.com/promos/mbe/manfra/2011_aug_manfra.aspx). The de-
sign is based on the venerable GenII MBE, a system originally designed and built by Varian
Associates starting in the 1980s. However, most of the critical components, as well as fundamental
aspects of the growth chamber’s geometry, have been modified to a significant extent in the
Purdue version.

As charged impurities in theGaAs lattice are a significant source ofmobility-limiting scattering,
their elimination is of paramount importance. Unintentional charged impurities can come from
a number of sources, including the background vacuum, hot metal surfaces within the growth
chamber, the startingGaAs substrate, and the starting elemental materials used for semiconductor
growth. We begin by considering the vacuum system. As shown in Figure 2, the Purdue system
consists of three separate chambers: a loading chamber, a buffer/outgassing chamber, and themain
growth chamber. The three chambers are pumped by closed-cycle helium cryopumps with base
pressures of∼10�10 torr,∼10�11 torr, and∼10�12 torr, respectively. In total, there are five closed-
cycle helium cryopumps on this system. The growth chamber alone is pumped by three 3,000 L/s
closed-cycle helium cryopumps, a liquid nitrogen–cooled titanium sublimation pump, and a liquid
nitrogen–filled panel that surrounds the sample and the source furnaces within the vacuum space.
As was first demonstrated by Pfeiffer et al. (25), the entire system, including the external walls
of the cryopumps, is baked at 200�C for extended periods of time. For this scheme to work,
all components in the MBE growth chamber must have exceedingly low vapor pressures at

Figure 2

GaAsmolecular beamepitaxy (MBE) systemoperating at Purdue. The image on the left shows themain growth
chamber, including source flange, in situ diagnostic tools, and pumping configuration. The load-lock sample
entry chamber and the intermediate sample outgassing chamber are visible in the image on the right. Each of
these ancillary chambers is pumped by its own dedicated closed-cycle helium cryopump.
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temperatures exceeding 200�C and must be robust against damage during extended bake-outs.
Surprisingly enough, this precludes a number of items commonly found in standard commercial
MBE systems, including, for example, elastomeric seals found in most gate valves as well as
certain high-vapor-pressure (at high temperature) materials sometimes used in conjunction
with moving parts within the vacuum and in the cryopumps themselves. During the in-
stallation of the Purdue system in late 2010, the MBE was baked for a total of six weeks.
Following bake-out, the internal liquid nitrogen–filled cryopanel is cooled to T ¼ 77 K and is
maintained at this temperature for the remainder of the growth campaign, which can last
several years with proper planning and good fortune. Under normal operating conditions our
system consumes approximately 20 L/h of liquid nitrogen. The combination of extremely high
pumping speed, meticulous choice of UHV- and high temperature–compatible materials, and
extensive baking results inMBE base pressures as low as 13 10�12 torr. Note that to measure
pressures below a value of ∼23 10�11 torr, the ion gauge and electronics must be of a special
design.1 At 13 10�12 torr, the background pressure in theMBE is dominated byH2molecules
emanating from the stainless steel walls of the chamber. The partial pressures of all other
atomic and molecular species are at least one to two orders of magnitude lower, and most are
below the detection limit of even the most sensitive commercially available residual gas
analyzers (RGA).2 Hydrogen, it turns out, does not seem to adversely affect the quality of
GaAs epilayers and may be, in fact, beneficial (26, 27).

Achievement of deep UHV conditions in the growth chamber is an important first step to high-
purityGaAs growth, but other sources of impurities are equally important. Consider, for example,
the components that get hot during normal MBE operation. During MBE growth, the effusion
cells (source material furnaces) must maintain the elemental gallium, aluminum, and arsenic at
elevated temperatures to create molecular beams. Arsenic is a high-vapor-pressure material, so
raising its temperature to 350�C is sufficient for GaAs growth. However, the arsenic cell is
constructed to accommodate a 2.5 kg charge for long growth campaigns, and under typical
operating conditions it dissipates approximately 150Watts. Examinationof the equilibriumvapor
pressure versus temperature profiles for gallium and aluminum highlights another challenge. The
vapor pressures of aluminum and gallium only exceed 10�5 torr above 900�C and 800�C, re-
spectively. For typicalAlGaAs-GaAs growth inour chamber, theGacell is held at 850�Cand theAl
cell is at 980�C, as measured by a thermocouple in contact with a pyrolytic boron-nitride crucible
containing the molten metal. The actual heating filaments are undoubtedly hotter still. Although
the aluminum and gallium cells are smaller in size than the arsenic cell, they still present a sig-
nificant thermal load on theMBE (each dissipates approximately150Watts), and the hot surfaces
of the effusion cell are a potential source of contamination. The effusion cells can also radiatively
heat other surfaces within the MBE, causing additional outgassing. Thus, the cleanliness and
thermal efficiency of the cell design become important considerations for high-mobility
growth. For ultra-high-purity GaAs systems, custom-designed cells with high-density heat-
ing elements and enhanced radiation shielding are employed. All of the effusion cells in the
Purdue system have been significantly modified beyond standard vendor products. Metic-
ulous handling and cleaning procedures for these cells must also be used. It is routine to outgas
the cells near 1,600�C in an ancillary UHV chamber prior to loading into the MBE.

1The Purdue system is equipped with the IE 514 “extractor” gauge and associated electronics from Oerlikon Lybold
Vacuum Inc.
2The Purdue system is equipped with two RGAs: a 200 amu unit from Stanford Research Systems Inc. and another 200 amu
unit from Ametek Process Instruments. Both systems specify a minimum detectable partial pressure of 5 3 10�14 torr.
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The design and operation of the substrate manipulator and heater must also be considered.
During growth, the GaAs substrate is normally maintained at 635�C, near the congruent sub-
limation temperature of GaAs (28). In the Purdue system, the substrate is mounted on a custom-
designed puckmade of high-purity tantalum using liquid galliummetal as glue. The galliummetal
holds the GaAs substrate in place by surface tension and provides good thermal contact to the
tantalum puck. The tantalum puck is radiatively heated by filaments mounted in the manipulator.
In order to heat the substrate to 635�C, the heater consumes approximately 150 Watts. The
heater can outgas impurities that eventually find their way into the growing GaAs lattice. In
1997, Umansky et al. (29) reported a significant improvement in 2DEG low-temperature
mobility (83 106 cm2/Vs to 143 106 cm2/Vs) when they switched from a 3-in. substrate heater
to a 2-in. version that consumed 30% less power.Moreover, the substrate is typically rotated at
10 rpm in order to maintain good growth uniformity across the wafer. Moving parts within
a UHV environment act as another potential source of impurities, and methods of lubrication
that might be acceptable in a less demanding MBE application must be evaluated for their
potential impact on GaAs quality.

MBE systems used for ultra-high-purity GaAs growth must also be able to sustain long,
uninterrupted growth campaigns. Once the system is producing high-mobility material, any
loss of the vacuum integrity inevitably results in a significant decline in material quality.
Depending on the severity of system compromise, it can take several months of constant
growing to recover to previous mobility values. In the Purdue laboratory, all critical electrical
systems are on an uninterruptable power supply. This includes not only computers, system
control electronics, and effusion cell power supplies, but also the four 5,000Watt compressors
responsible for running the five cryopumps in the system. The liquid nitrogen supplied to the
internal panels within the MBE must also be maintained without interruption. To buffer our
system against possible failures of the house nitrogen delivery system, we have installed
a 1,000 liter microbulk storage tank, which is constantly full, immediately adjacent to our
MBE. If the house nitrogen delivery system fails for any reason, our MBE is programmed to
switch over to the microbulk tank. This local tank is sized to last approximately three days of
continuous operation before it needs to be refilled. The expectation is that the main delivery
system can be restored within this time period. The effusion cells are also loaded redundantly.
Silicon is used as the n-type dopant, whereas carbon is used to produce p-type material. Both
of these are filament sources with two independent filaments per source. If either the primary
Si or C filament breaks, another is available. Typically two or three cells are filled with gal-
lium, two cells are filled with aluminum, and approximately 2.5 kilograms of arsenic are
loaded into a very large cell. Not only does this configuration of materials allow for con-
struction of multiple alloy composition materials in a single growth, but using three gallium
cells and two aluminum cells also prolongs the campaign and provides a safeguard if one of the
effusion cells should fail.

Although not strictly speaking a machine design consideration, we discuss shortly the im-
portance of proper choice andhandling of sourcematerial used for ultra-high-purityMBEgrowth.
At present, it appears that impurities originating in the source gallium, aluminum, and arsenic are
responsible for current limits on low-temperature 2DEG mobility.

3. WHAT LIMITS MOBILITY IN STATE-OF-THE-ART
HETEROSTRUCTURES?

Low-temperature mobility is used as a standard metric of 2DEG quality. It is natural to ask what
limits mobility in the best material. It has been known for quite some time that in the regime of
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large d-doping setbacks, uniformly distributed charged impurities in the vicinity of the 2DEG are
the principle source of scattering (25, 29) in very-high-mobility material. The majority of this
scattering seems to originate not from the ionized silicon impurities introduced duringmodulation
doping but rather from unintentionally incorporated impurities uniformly distributed in the
AlGaAs-GaAs lattice. This conclusion is supported by a wealth of experimental and theo-
retical evidence and can be seen most clearly in the dependence of mobility on 2DEG density.
Calculations (24 and references therein) indicate that for mobility limited by remote ionized
silicon donors, m ∼ ne

a with a ∼ 1.5 is expected. For scattering dominated by uniformly
distributed background impurities, a is approximately 0.7. Numerous experiments using
large doping setbacks yield an a consistent with mobility that is limited by uniformly dis-
tributed background impurity scattering (25, 29). Representative early data from the Bell Labs
group and the Weizmann group with mobility around 107 cm2/Vs are shown in Figure 3. It is
important to note that the data of Figure 3 were obtained utilizing a single heterojunction
(SHJ) design, typically a single Al0.35Ga0.65As-GaAs interface, in which the silicon dopant
atomswere placed at a setback of at least 50 nm.We discuss the impact of using quantumwells
instead of single interfaces below.

Given the data of Figure 3, several questions immediately follow. How many uniformly dis-
tributed background charged impurities are in the vicinity of the AlGaAs-GaAs interface? What
impurity atoms are most prevalent, and where do they come from? These questions are difficult
to answer directly with standard spectroscopy techniques, such as photoluminescence (25),

Bell Laboratories group data
1988–89

Princeton group data
1987–88
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Figure 3

Dependence of low-temperature mobility versus 2D electron density in modulation-doped single interfaces with large setbacks. Mobility
scales as∼neawitha∼ 0.7. Data on the left taken fromReference 25 and data on the right taken fromReference 29. Abbreviation: 2DEG,
two-dimensional electron gas.
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secondary ion mass spectrometry,3 and deep-level transient spectroscopy (30, 31). With total
impurity concentrations significantly below 13 1014 atoms/cm3 in state-of-the-art material, these
traditional characterization techniques are not sufficiently sensitive. Most of what we know is
inferred from transport studies. From calculations of 2DEGmobility dependence on background
impurity concentration, we can estimate that the total density of ionized impurities in the best
material today is approximately 5 3 1013 atoms/cm3 (24). This, of course, does not tell us the
atomic species or where the impurity atoms came from, but the calculations do suggest that if the
MBE grower can somehow reduce the total background charged impurity concentration down to
approximately 1012 atoms/cm3, low-temperature mobility could approach 100 3 106 cm2/Vs
(24). The calculation of Hwang & Das Sarma (24) displayed in Figure 4 indicates the expected
dependence of mobility on background charged impurity density.

To improve sample quality, theMBE grower has two options: reduce the background impurity
concentration or utilize heterostructure designs that render the remaining impurity scattering less
significant. We first consider reduction of background impurities. As mentioned, direct spectro-
scopic probing of the remaining uniformly distributed background impurities in the highest purity
GaAs is difficult. Historically, however, several mobility-limiting impurities found inMBE-grown
GaAs andAlGaAs have been identified, including carbon, oxygen, sulfur, and silicon (32–35). It is
reasonable to assume that the same impurities are present in the highest mobility AlGaAs/GaAs
2DEGs, just at substantially reduced levels.

Evidence suggests that the background vacuum is not the dominant source of contamination
in the best systems.Figure 5 displays a spectrum of residual gases found in the Purdue system early
in its initial growth campaign the day after the growth of an AlGaAs-GaAs heterostructure with
mobility greater than 107 cm2/Vs. As expected, the dominant species, other than omnipresent
hydrogen, is arsenic. Quantitative analysis of other residual species in this UHV regime is difficult,
and it should be noted that the filament of residual gas analyzer itself is known to produce carbon
monoxide and carbon dioxide (28 and 44 amu/e, respectively), further complicating quantitative
analysis (36) in the deep UHV regime. Nevertheless, this spectrum indicates that the growth
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µ 
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2 /V
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n = 3 × 1011/cm2
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nd = 1011/cm2

N3D (1013 cm–3)

Combined effects of remote and 
background impurity scattering

Background impurity 
scattering contribution

Remote ionized-impurity 
scattering contribution

Figure 4

Calculated mobility as a function of background impurity density for 2D electron density, n ¼ 33 1011/cm2,
donor density, nd ¼ 1011/cm2, and setback d ¼ 120 nm. The dashed blue curve shows the remote impurity
contribution and the red dot-dashed curve corresponds to the contribution fromuniformbackground impurity
scattering. The gray curve shows the combined effects of uniform background and remote impurity scattering.
Adapted from Hwang & Das Sarma (24).

3Depending on the specific element, secondary ion mass spectrometry usually has a noise limit no lower than 1015/cm3.
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process does not significantly corrupt the original vacuum, as the vacuum is as clean as, or even
cleaner than, that observed immediately after system bake-out. Of course, the residual gas
analyzer has a sensitivity limit of approximately 10�14 torr, so absence of impurities in a residual
gas spectrum does not guarantee that grown GaAs is impurity free. More substantial evidence
that the vacuum quality is not the principal source of impurities in the current generation of
samples comes from growth experiments in which a growth pause is inserted exactly at the
heterointerface where the 2DEG resides. Located exactly at the position of the 2DEG, any
impurities accumulated from the vacuumduring this pause prove highly detrimental tomobility.
Pauses ranging from several seconds to several minutes at the interface had no statistically
significant impact on our measured mobility. In fact, 20-second pauses are standard for each
heterointerface forming the quantum well in our structures with mobility above 203 106 cm2/
Vs. These pauses are introduced to create flat surfaces at the critical AlGaAs-GaAs interfaces.

The nature and relative significance for high-mobility growth of impurities emanating from the
aluminum, gallium, and arsenic source material is not a resolved issue. High-purity aluminum is,
of course, crucial for growth of high-quality AlGaAs, which is the material used as a barrier for
2DEG structures. In addition to impurities emanating directly from the aluminum source, alu-
minum is extremely reactive and is known to increase the incorporation of oxygen into the
growing film. Oxygen forms a deep level in GaAs and AlGaAs (14). Sulfur and carbon are known
to be significant impurities in arsenic. As sulfur and carbon are acceptors in GaAs, the purity of the
arsenic charge used inMBE growth has received considerable attention. Using deep-level transient
spectroscopy and multiple arsenic sources during a single campaign, Chand et al. (33, 34)
concluded that arsenic is the principal source of residual acceptor impurities in GaAs. Similar
conclusions were drawn byUmansky et al. (29) for high-mobility AlGaAs-GaAs heterostructures:
They reported a gradual improvement in 2DEG mobility as their arsenic charge was depleted,
suggesting the starting arsenic charge itself was not sufficiently pure.
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Figure 5

Spectrum from a residual gas analyzer attached to the growth chamber of the Purdue molecular beam epitaxy
(MBE) system. The spectrumwas taken a day after theMBEwas used for growth and looks virtually identical
to the spectrum after initial system bake-out, except for the presence of arsenic at amu/e ¼ 75.
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Gallium purity has received less attention. Schmult and collaborators (37) recently performed
an analysis of compounds generated during an initial outgassing of a new gallium charge. They
determined that the principal impurities associated with a new gallium source are GaO2 and
GaH3O, at least in the sensitivity range of their residual gas analyzer (∼10�13 torr partial pressure).
These signalswere seen to diminish after raising the gallium cell to growth temperature a few times.
Of course, the sensitivity of any current residual gas analyzer is insufficient to detect all impurities
that may limit mobility above 107 cm2/Vs. Data from the initial growth campaign at Purdue
suggest that, in fact, the gallium source material and to a lesser extent the aluminum source
material, but not the currently used arsenic source, are the dominant sources of residual acceptor
impurities in our system. This conclusion is based on the following observations during the early
growths in our new machine. Despite achieving a background vacuum of ∼1 3 10�12 torr and
meticulous handling and treatment of our aluminum, gallium, and arsenic source material, our
initial attempts to growa2DEG inanSHJAl0.33Ga0.67As/GaAs structurewere unsuccessful. Itwas
determined that undoped bulk GaAs grown in our system exhibited high p-type background
conductivity (p >> 1014 holes/cm3 in the earliest test structures). This p-type background,
generated by unintentional acceptors, was only removed by vigorous high-temperature outgassing
of the gallium source material. In order to achieve our current mobility, >20 3 106 cm2/Vs, the
gallium was subjected to several bakes in which the cell was run at 200�C above normal growth
conditions for several hours. Although this procedure certainly wasted a significant quantity of
usable gallium metal, its purpose was to preferentially drive off impurities that have higher vapor
pressure than gallium. Each thermal treatment resulted in a measurable improvement in material
quality. During this series of outgassing experiments, the arsenic was not given any treatment; the
gains in mobility can be directly attributed to improvement in gallium purity. We also outgassed
our aluminum source significantly above growth temperature, but this resulted in less-significant
gains. It is also worth noting that because the electron’s wavefunction resides primarily in GaAs,
not the AlGaAs barrier, mobility is most sensitive to the quality of the GaAs channel. This ex-
periencewith source conditioning yielded valuable lessons. Sourcematerial purity ismost likely the
factor limiting further improvement in 2DEG mobility. Importantly, source material quality can
be improved substantially in situ during MBE operation. Both facts suggest routes to further
improvements in 2DEG quality that are currently under investigation in our laboratory.

3.1. Heterostructure Design Considerations

So far we have paid scant attention to heterostructure design. It has become evident that hetero-
structure design is just as important as starting material purity to the attainment of ultra-high-
quality 2DEGs. Moreover, evidence is now accumulating that heterostructure design and the
specific nature of the disorder present in a given sample dictate the strength of fragile fractional
quantum Hall states to an extent that has previously not been appreciated. It is important to note
these details are not fully characterized by simple mobility measurements at zero magnetic field.
The relationship betweenmobility, heterostructure design, and visibility of exotic correlated states
is discussed below; we first focus on the relationship between heterostructure design andmobility.

The simplest heterostructure design to produce a high-mobility 2DEG is the SHJ. For example,
an Al0.35Ga0.65As barrier is deposited on a thick (∼1 mm) layer of GaAs. The barrier is 240-nm
thick, and the entire structure is capped with 10 nm of GaAs. This particular structure is d-doped
with silicon (density 83 1011 atoms/cm2) in theAlGaAs layer at a setback of 70 nm from theGaAs
channel layer. The silicon doping transfers charge to the heterojunction and is responsible for band
bending. The conduction band edge as a function of position and the resulting free charge density
at the heterointerface are shown in Figure 6. This SHJ typically produces a 2DEG density of
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2.2–2.4 3 1011 electrons/cm2 after illumination with red light at low temperatures. Illumi-
nation is needed because in AlxGa1�xAs with x > 0.20, the silicon donor is no longer shallow
(Ea ∼ 10 meV) and forms a deep donor state (Ea ∼ 135 meV), the so-called DX center (38–40).
Illumination facilitates charge transfer to the 2DEG at the heterojunction. Although the SHJ is
heavily utilized in experiments to this day, the design has limitations. As is evident from the
mobility versus density data of Figure 3, mobility tends to increase as the 2DEG density is
increased. Naively, we can expect higher mobility if the 2DEG density can be increased beyond
∼2.23 1011 electrons/cm2 in the SHJ. In practice, however, this is difficult. In order to increase
the 2DEG density we must decrease the d-doping setback; this, in turn, increases the scattering
from the ionized donor silicon atoms. Higher density also forces the 2DEG closer to the
AlGaAs/GaAs heterointerface, enhancing interface roughness scattering. Although higher
density can be achieved in the SHJ, mobility is not enhanced.

An obviousway to overcome this limitation is to build a quantumwell withAlGaAs barriers on
both sides of a thin GaAs channel layer. The AlGaAs barriers can then be symmetrically doped
with silicon from both sides such that large setbacks can bemaintainedwhile increasing the 2DEG
density significantlyabove2.23 1011 electrons/cm2. The highestmobility 2DEGs grown today are
all quantum well structures. In reality, the highest mobility heterostructures, which are also the
ones typically used to study fragile quantumHall states such as n¼ 5/2 and n¼ 12/5 in the second
Landau level, are more complicated than what has just been described and involve one of several
variations of short-period superlattice doping. The short-period superlattice scheme was first
introducedbyFriedland et al. (41) and later discussedbyUmansky et al. (23). The conductionband
edge profile of amodern quantumwell design is shown in Figure 7a. To the best of our knowledge,
this design was first utilized in the context of ultra-high-mobility growth by the Bell Labs group
(e.g., see 22). Several key differences from the SHJ are immediately evident. The 2DEG is confined
in a 30-nmGaAs quantumwell bounded byAl0.24Ga0.76As barriers. The lower aluminum content
of the barrier is still sufficient for electron confinement while simultaneously reducing interface
roughness and the incorporation of unintentional impurities associated with higher mole fraction

Al0.35Ga0.65As/GaAs SHJ
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Figure 6

Positiondependence of conductionband edge and charge density profile in a simple single heterojunction (SHJ)
two-dimensional electron gas (2DEG). Calculated with NextNano3 (126).
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barriers. It is important to note that the silicon dopant atoms are not placed directly in the AlGaAs
barrier but rather are placed in extremely narrow (3-nm) GaAs doping wells surrounded by 2-nm
pureAlAs barriers. The doping level is usually quite high; for structures grown at Purdue, 13 1012

atoms/cm2 silicon atoms are placed in the doping well above the main quantum well and 0.8 3

1012 atoms/cm2 silicon atoms are placed in the dopingwell locatedon the substrate side of themain
well. This has important consequences: A detailed view of the band structure around the lower
dopingwell is shown inFigure 7b.Note that only 331011 electrons/cm2 are ultimately transferred
to the 2DEG in the principal quantum well. Although some of the charge from the upper doping
well is transferred to the sample surface to compensate for surface states, a significant amount of
charge remains that is transferred neither to the sample surface nor to the primary 2DEG. Our
simulations indicate that chargemoves from the silicon parent atoms to the thin AlAs barriers that
surround the doping well, as indicated in Figure 7b. Although the AlAs acts as a barrier at the
G point, for x above∼0.40 the G andX bands in AlxGa1�xAs cross so that theX point band edge is
actually below theGaAsGpoint. Interestingly, there is a range of doping inwhich the excess charge
transferred to theAlAs barriers does not appear as a parallel conduction path in nearDC transport
at low temperatures and high magnetic field. In Figure 8, we showmagnetotransport at T¼ 0.3 K
from such a design grown at Purdue. The absence of significant parallel conduction is evidenced by
the zeroes of longitudinal resistance in the quantumHall regime. Yet these excess carriers still play
an important role, presumably screening the potential of the parent ions. Given that the silicon
atoms are placed in GaAs, not AlGaAs, there are no associated DX centers. Silicon incorporates as
a shallow (Ea∼5meV) center inGaAs. The transfer of charge from the narrowGaAs dopingwell to
the primary quantumwell is driven by the difference in confinement energies. Thus, no illumination
is required to achievemaximum2DEGdensity, although low-temperature illumination is still often
used to improve the quality of the fractional quantumHall states. It is thought that the illumination
by above-bandgap light facilitates redistribution of charge to better screen thepotential fluctuations
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(a) Conduction band edge and charge density profile for amodern high-mobility quantumwell. Rather than d-dopingwith silicon directly
in the barrier, the silicon impurities are located in the center of a narrow 3-nm GaAs well and surrounded by 2 nm of AlAs. Charge is
transferred not only to the primary two-dimensional electron gas (2DEG) in the 30-nm GaAs quantum well but also to the X point
band edge of theAlAs barriers, as indicated inb. (b)G point conduction band edge and free charge density in the immediate vicinity of the doping
well located 75 nm below the edge of the primary 30-nm GaAs quantum well. Calculated with NextNano3 (126).
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caused by disorder. The doping well design not only results in the highest mobility but has been
a boon for exploration of exotic and small-gapped fractional quantum Hall states, but it must be
stated that the design also has limitations associated with charge instabilities near the doping well.
These issues are discussed below. In addition, the doping well design is also helping to reshape our
understanding of the role of disorder and the utility of mobility as a metric of 2DEG quality.

4. SAMPLEDESIGNCONSIDERATIONS FORTHE FRACTIONALQUANTUM
HALL REGIME

4.1. How Predictive Is Zero-Field Mobility as an Indicator of High Magnetic Field
Behavior?

Throughout this review we have stressed the importance of low-temperature mobility as a metric
of 2DEG quality. Yet quantitative incorporation of disorder effects into any theory in the frac-
tional quantum Hall regime is a notoriously difficult problem, and the correlation between zero-
fieldmobility and excitation gaps in the FQHEhas never been very strong. Although it is clear that
mobility is a useful quantity for initial sample screening, its connection to physics at highmagnetic
fields deserves careful consideration. It is understood that the visibility of the FQHE depends on
the subtle interplay of disorder and strong electron-electron interactions.Wenowaddresswhether
the disorder most relevant for the FQHE is best quantified by zero-field mobility.

4.2. Fractional Quantum Hall Physics in the Second Landau Level

The FQHE is characterized by vanishing longitudinal resistance and quantized Hall resistance at
specific rational fractional values of the filling factor (n). n is defined as the ratio of the areal electron
density to thedensity ofmagnetic fluxquantaandcorresponds to thenumberof filledLandau levels.
Integral n corresponds to the Fermi level residing in a gap between a completely filled Landau level
and a completely empty level; fractional filling indicates a partially filled Landau level without
an associated gap in the single-particle density of states. The FQHE occurs at certain magic values
of rational fractional filling (e.g., 1/3, 1/5, 2/3, . . .) where strong electron-electron interactions
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Figure 8

Longitudinal and Hall resistance in a doping well sample. The absence of significant parallel conduction from
the doping well region is evidenced by the strong zeroes in Rxx in the integer quantum Hall states.
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introduce a gap to low-lying excitations. The extremely fragile fractional quantumHall states in the
second Landau level are presently the subject of intense scrutiny, especially the even-denominator
state at n¼ 5/2. The n¼ 5/2 state does not obey the normal odd-denominator rule exhibited by all
single-layer states in the lowest Landau level and thus cannot be described by a hierarchical
Laughlin-likewavefunction (42–46). It is nowwidely believed, but not conclusively proven, that the
n¼ 5/2 ground state is described by the so-calledMoore-Read Pfaffian wavefunction (47) or some
closely related state, such as the anti-Pfaffian (48). Crudely speaking, the existence of a gapped state
at n ¼ 5/2 is ascribed to a p-wave Bardeen-Cooper-Schrieffer (BCS)-like pairing of composite
fermions (47, 49–52). If this description is indeed true, several important consequences follow. The
low-lying charged excitations of the Pfaffian state are believed to possess non-Abelian braiding
statistics (47, 51, 53–58). For particles obeying non-Abelian statistics, repeated interchange of
two identical particles does not change the many-body wavefunction by a factor of 61 as for
bosons and fermions, but rather produces a unitary transformation of the wavefunction within
a degenerate manifold. The existence of excitations with non-Abelian statistics potentially has
implications for quantum computing (53–58). Computations with non-Abelian excitations
would be topologically protected against decoherence. Decoherence is a major obstacle for
implementation of all known solid-state quantum computing platforms. This exciting com-
bination of new physics and potential for applications has driven a worldwide experimental
effort to understand the nature of the n ¼ 5/2 state.

4.3. Sample Quality and the n 5 5/2 State

The n¼ 5/2 state was first observed byWillett et al. (59) in a SHJ sample with mobility 1.33 106

cm2/Vs. However, the state was extremely weak in these early samples; the longitudinal resistance
was not activated as expected for a gapped state, and the Hall resistance was not well quantized.
True quantization and activated transport were first reported by Eisenstein et al. (60) in a sample
with mobility 73 106 cm2/Vs and later confirmed in Reference 61 in a 173 106 cm2/Vs mobility
sample. At the time, it was assumed that as sample quality improved as measured by mobility, the
transport features would improve as well. To some degree this was true: The original observation
of Willett et al. (59) did not show activated transport at n ¼ 5/2, whereas later, higher mobility
samples did. Close inspection, however, reveals a more complicated situation. In 1990, in the 73

106 cm2/Vs sample, the energy gap at n¼5/2wasmeasured via activated transport to beD5/2¼105
mK; in 1999 in the 173106 cm2/Vsmobility sample, the gapwas still only 110mK.Note that both
samples had the exact same density and the same heterostructure design, making a comparison
meaningful. An increase of greater than a factor of two inmobility did not improve the strength of
the gap at n ¼ 5/2. Moreover, both measurements are significantly below theoretical estimates of
the 1–2 K (62–64) expected for n ¼ 5/2 in the absence of disorder.

A significant improvement in transport in the second Landau level was associated with the use
of doping-well samples produced at Bell Laboratories. Using a samplewith n¼ 33 1011 electrons/
cm2 and m¼ 313 106 cm2/Vs, Eisenstein et al. (22) reported a 5/2 gap D � 300 mK and the first
systematic identification of the re-entrant integer quantumHall effect (RIQHE) for 2� n�4.Using
another piece from the same wafer, Xia et al. (65) reported on several new features in the second
Landau level observed at ultra-low temperatures belowT¼ 10mK, including the first observation
of an FQHE at n ¼ 12/5, another possible non-Abelian state (66). In a later set of experiments,
again using the same material, Pan et al. (67) reported an excitation gap at n ¼ 5/2 of approx-
imately 450mK.More recently, Kumar et al. (68) reported observation of a new fractional state in
the second Landau level at n¼ 2þ 6/13. This sample was also used to study the collective nature
of the RIQHE states in the second Landau level (127). Although these doping well samples
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certainly have higher mobility than the SHJ samples, the extremely limited number of data sets
preclude any strong conclusions correlating mobility and strength of the 5/2 gap.

The dependence of the energy gap at n¼ 5/2 on mobility was studied by three groups in 2008
(67, 69, 70). Dean et al. (70) studied the excitation gap Dnorm ¼ D5/2/(e

2/ɛl)—normalized to the
strength of the electron-electron interaction e2/ɛl, where e is the charge of the electron, ɛ¼12.9 is
the GaAs dielectric constant, and l ¼ ffiffiffiffiffiffiffiffiffiffiffi

Z=eB
p

is the magnetic length—versus the inverse transport
lifetimededuced frommobility for their low-density sample aswell as for other samples reported in the
literature in an attempt to extrapolate to a disorder-free intrinsic gap value. A significant difference
between the extrapolated disorder-free gap and theoretical estimates was noted. To quantify the
impact of disorder, Pan et al. (67) plotted the normalized energy gap at n¼ 5/2 versus inversemobility
for several high-mobility samples including data taken from the literature. These samples were of
different designs and 2DEG density; nevertheless, a general trend of a decreasing energy gap with
decreasing mobility was observed; Pan et al.’s (67) data is reproduced in Figure 9. Despite the
substantial scatter in the data, the dashed line in Figure 9 is taken as a fit and suggested mobility
threshold of approximately 107 cm2/Vs for observation of a gapped state at n ¼ 5/2.

An important step in understanding what type of disorder might be most relevant for the
second Landau level was taken in a combined experiment and theory work reported by Nuebler
et al. (71). In a back-gated sample Nuebler studied the density dependence of the excitation gap at
5/2 filling. They reported a gapD5/2¼ 310mKat the highest densitymeasured. They noted the lack
of correspondence between the actual measured gap strength and that naively expected from
theory. They also plotted the measured gaps at n ¼ 5/2 from their variable density sample along
with other values reported in the literature, finding little correspondence between gap strength and
mobility. This data is displayed in Figure 10. On the basis of this data, they noted that mobility is
a poor figure of merit to predict the quality of the n ¼ 5/2 state. Nuebler et al. (71) also reported
calculations including finite well width and Landau level mixing effects. An important conclusion
of this work was that the excitation gap should be strongly influenced by the disorder induced by
the remote silicon donor impurities. This assertion was based on the size of the n ¼ 5/2 quasi-
particles determined from numerical calculations. They estimated the excitations at 5/2 are at least
12 magnetic lengths in diameter—approximately 150 nm at a magnetic field of 4 T. This length
scale is comparable to the setback to the silicon donors used in modern heterostructure designs.
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Figure 9

(a) Arrhenius plot for the Rxxminimum at n¼ 5/2. The line is a linear fit. (b) Normalized energy gap for seven
samples of different mobility. The line shows a linear fit to the data points. Adapted from Reference 67.
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Data from the Purdue group also suggests that mobility is a poor metric to quantify disorder
relevant to 5/2 physics. During our initial growth campaign, we tracked the improvement of
mobilitywith growth number and changes to structural design details.We alsomeasured all of our
samples at T ¼ 0.3 K and high magnetic fields to assess the quality of the developing fractional
quantum Hall states. The results obtained with doping-well samples were somewhat surprising.
An example for an early doping-well sample with mobility of only 11 3 106 cm2/Vs is shown in
Figure 11. Despite the lowmobility and elevated temperature, many nascent features in the second
and higher Landau levels are already discerned. In particular, the resistanceRxx at n¼ 5/2 is quite
low (∼25 V) and very symmetric around half-filling. Crudely speaking, one might say that the
quality of the fractions looks better thanonemight naively expect for thismobility. In an attempt to
quantify this behavior at T ¼ 0.3 K, we began characterizing our samples not only by zero-field
mobility but also by a resistivity at n ¼ 5/2. For this measurement, we simply repeat the de-
termination of resistivity conducted at zero magnetic field in our van der Pauw geometry but now
with the magnetic field tuned to exactly 5/2 filling. For example, the resistivity at n¼ 5/2 (r5/2) for
the sample inFigure 11 is 40.8V/◹. This samplewas further cooled to ultra-low temperatureswith
surprising results. Figure 12 is taken from the work of Samkharadze et al. (72), in which the same
sample was cooled to T∼ 5mK. All major fractions of the second Landau level are well developed,
including the elusive n ¼ 12/5 state. The 5/2 excitation gap is D5/2 ¼ 450 mK, among the highest
ever measured, despite the fact that the mobility is only 11million—a value heretofore considered
on the boundary for a gapped state at 5/2 (67). Because of these results, the Purdue group now
uses the smallness of the resistivity at n¼ 5/2 at T¼ 0.3K as the primary indicator of 2DEGquality
in doping-well samples. The lowest r5/2 we typically observe at 2DEG density ∼3 3 1011

electrons/cm2 is approximately 30V/◹ in the doping-well design. It is typically higher with other
heterostructure designs (e.g., doping directly in the AlGaAs barrier), even in samples in which the
mobility exceeds 20 3 106 cm2/Vs.

Further evidence questioning the correlation of mobility and energy gaps in the second Landau
level that also supports use of r5/2 as a useful metric of 2DEG quality was found in later Purdue
samples.Aswe continued to growwafers,mobility unsurprisingly continued to improve.However,
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Figure 10

The solid black circles display the 2D electron density dependence of the n ¼ 5/2 energy gap measured in
Reference 71. The other data points are taken from the literature and were included in Reference 71 for
comparison.Mobility (m) of the samples taken from the literature is given in units of 106 cm2/Vs. Adapted from
Reference 71.
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we based our decisions about which samples to cool to lowest temperatures on the behavior
exhibited around n¼ 5/2 at T¼ 0.3 K. Figure 13 shows an overview of transport in another sample
grownandmeasuredat Purdue thatwasused ina studyof re-entrant insulatingphasesbyDeng et al.
(73). Although themobility of this samplewas only 15million, the 5/2 gapwasD5/2¼ 520mK.The
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R
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Figure 11

T ¼ 0.3 K magnetotransport from a relatively low-mobility (11 3 106 cm2/Vs) doping-well sample. Despite
the low mobility and high temperature, many nascent features in the second and higher Landau levels are
already visible. The resistivity at n¼ 5/2 is 40.8 V/◹. Note the similarity of the transport data to that in
Figure 8 despite the large difference in mobility.
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Magnetotransport from an 113 106 cm2/Vs mobility sample at T ∼ 5mK.Wemark the filling factors n of the
observed fractional quantum Hall effect and the re-entrant integer quantum Hall effect (RIQHE) states.
Adapted from Reference 72.
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300 mK n ¼ 5/2 resistivity, r5/2, was 31.5V/◹, among the lowest we have ever measured. A
comparison between the data of Xia et al. (65) in a 31 million sample and Deng et al. (73) in a 15
million sample is interesting. Note that although the densities are slightly different (the Purdue
sample is lower), both samples employ a doping-well design. Figure 14 shows data in the vicinity of
n ¼ 5/2 in each sample. The factor-of-two discrepancy in mobility is not evident in the low-
temperaturemagnetotransport; in fact, the n¼ 5/2 gap is larger in the sample of Deng et al. (73). In
amore recentmeasurement using another doping-well samplewithm¼ 203106 cm2/Vs andr5/2¼
35V/◹, we measured a n ¼ 5/2 excitation gap D5/2¼ 570 mK, the largest yet reported (G. Csathy
and M. Manfra, unpublished data).

At this juncture, a few comments are necessary. At this time, we do not claim that n ¼ 5/2 re-
sistivitymeasured at T¼ 0.3 K is the best, or only, useful metric of 2DEGquality relevant to second
Landau level physics at very low temperatures; it is simply the onewe chose to use in the absence of
a clear alternative and the apparent lack of a strong correlation with zero-field mobility. In this
review, we have only shown a few examples of data in which low n¼ 5/2 resistivity correlates with
high-quality transport in the second Landau level at low temperatures. To make our argument
convincing, we need to show that samples with higher r5/2 display smaller excitations gaps at n¼ 5/2.
It is worth noting that we have grown several samples with designs that do not use the doping-well
scheme but yet show highmobility (at or above 20million). However, these samples typically display
higher r5/2 than thedoping-well design atT¼ 0.3K.Measurement of their excitation gaps is part of an
ongoing study at Purdue. A conservative but fair statement is that heterostructure design matters as
much as, if not more than, zero-field mobility to the quality of transport features observed in the
fractional quantum Hall regime. Simple correlation of the mobility and excitation gaps, as has been
done extensively in the literature, may neglect important parameters that are most crucial to
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factors. In the third Landau level, the two Rxx traces shown are measured along mutually perpendicular directions and, for clarity,
are magnified by a factor of two. Adapted from Reference 73.
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observation of fractional quantum Hall states in a particular range of filling factor. Clearly, efficient
screening of the potential fluctuations due to remote silicon donor ionsmatters critically for the small-
gapped states of the second Landau level.

Other groups have also reported that the exact nature of the disorder must be considered when
assessing 2DEG quality for the second Landau level. Pan et al. (74) noted the gap at n ¼ 5/2 was
affected less by short-range interface roughness scattering in field-effect transistor structures than
by long-range potential fluctuations. Nuebler’s assertion relating the 5/2 quasiparticle size and
screening of remote silicon donors is especially relevant for the doping-well design (71). Aswe have
described, a significant amount of charge useful for screening may be available in the pure AlAs
layers surrounding the doping wells (23). Gamez et al. (75) have shown that the significant over-
doping of silicon can improve transport in the vicinity of n¼ 5/2 even in low-mobility (∼43 106

cm2/Vs) non-doping-well samples. The Purdue group has recently begun an investigation of the
impact of controlled addition of different types of disorder (short-range alloy scattering and long-
range Coulomb centers) into the doping-well design (76). UsingMBE, we can precisely control the
amount and nature of the disorder introduced while keeping other important parameters, such as
2DEG density and symmetry of the wavefunction, fixed. As an example of the interesting results
generated by this effort, we note that we have taken the basic doping-well design and replaced
a pure GaAs 30-nm quantum well with an AlxGa1�xAs 30-nm quantum well, where x¼ 0.0026.
The 2DEG density was unaffected (it was 2.8 3 1011 electrons/cm2) but mobility using the
AlxGa1�xAs well was only 2.73 106 cm2/Vs. However, n¼ 5/2 remained fully quantized with an
excitation gapof 200mK.Alloydisorder appears to impactmobility considerablywhile preserving
a strong 5/2 state, again pointing to the importance of screening the remote impurities for 5/2
physics. The ability to controllably introduce disorder with MBE promises to yield important
information aboutwhat types of disorder aremost relevant andhowbest to quantify that disorder.

Another approach to optimization of the energy gap at n ¼ 5/2 focuses on wavefunction en-
gineering. Theoretical work (129) suggests the Pfaffian state is actually stabilized in 2DEG systems
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of finite width. This result is surprising, as finite extent of the electronic wavefunction is known to
reduce the size of the gap for Laughlin states in the lowest Landau level owing to softening of the
Coulomb interaction. Furthermore, there is experimental evidence that this mechanism is active in
real GaAs samples. Xia et al. (130) found that in samples with essentially identical density and
mobility but different quantum well width, the 5/2 energy gap was larger in a 40-nm quantum
well when compared with a 30-nm well. These results are an important step forward and call for
further investigation (131, 132).

5. OPTIMIZATION OF SAMPLE DESIGN FOR SPECIFIC EXPERIMENTS

Maximization of the n¼ 5/2 excitation gap is just one of many possible parameters that may need
to be optimized to tailor a sample to a specific experiment. The 2DEG’s proximity to the sample
surface, the ability to controllably gate a sample, and the 2DEG’s temporal stability are all key
factors for many experiments in the second Landau level. Moreover, there are many exciting
experiments in quantum dots, bilayer quantum Hall systems, and two-dimensional hole systems
that are not focused on the n¼ 5/2 state and have completely different design criteria. We discuss
some of these issues as they relate to MBE growth in the following section.

5.1. Mesoscopic Devices and Quantum Hall Interferometry

So far we have only discussed measurements of the excitation gap at n ¼ 5/2 in 2DEG samples.
Many of the most exciting proposals for exploring the non-Abelian properties of the n¼ 5/2 state
involve interrogation of edge states in confined geometries inwhich propagating edge states can be
made to interfere (54–58). Indeed, interference experiments are a principal method proposed to
expose the non-Abelian statistics of the 5/2 quasiparticles. This requires device features near or
below one micron. Devices of this type are typically realized using a combination of optical and e-
beam lithography to definemetallic top gates,which, in turn, are used to electrostatically define the
geometry of the 2DEG.Many interesting experimental results have been reported (77–84, 128) in
this regime. The experiments ofWillett et al. (85–89) give the strongest indication of a non-Abelian
state at n ¼ 5/2 to date. This class of experiments places some important constraints on hetero-
structure design, as we discuss below.

Combining the practices commonly used to study mesoscopic physics with ultra-high-quality
2DEGs designed to support strong fractional quantum Hall states in the second Landau level is
a challenging task. Historically, the best transport is usually observed in large-area (∼4 mm by ∼4
mm) samples with minimal, if any, processing other than annealing of ohmic contacts. Clearly,
sample design is an important consideration for more complicated experimental geometries. The
designmust support robust fractional stateswith large excitation gaps at n¼5/2, 7/3, 8/3, and even
possibly 12/5, while also demonstrating stable behavior with energized top gates. As we have
detailed, the doping-well design yields the largest excitation gaps. Unfortunately, the doping-well
design’s distinguishing attribute, which is the presence of excess charge capable of screening the
potential fluctuations of the remote silicon donors, also makes it difficult to use with top-gated
mesoscopic devices. Apparently, charge in the AlAs layers is not sufficiently mobile to make
a significant contribution to near-DC magnetotransport measurements, but it does impact be-
havior in structures with top gates. As reported by Rossler et al. (90), the doping-well design tends
to produce hysteretic 2DEGdensity versus gate voltage behavior. Perhapsmore debilitating is that
the 2DEG density is often observed to be temporally unstable; the 2DEG density changes as
a function of time with a constant top-gate voltage. Both behaviors make experiments extremely
difficult if not impossible. Both behaviors also point to long timescale redistribution of charge
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within the heterostructure, most likely associated with excess, weakly mobile charge between the
gate and the principal 2DEG. Although modifications to the doping-well design exist and have
been implemented, to date a fully satisfactory solution has not been found. The most stable
configuration still places the dopant silicon atoms directly in the large band-gap AlGaAs barrier.
This method typically yields a slightly diminished, but still usable, excitation gap at n ¼ 5/2 (85).

5.2. Heterostructure Design, GaAs Quantum Dots, and Spin Qubits

Coherent manipulation of localized spins in quantum dots is central to the realization of spin-
based quantum computing (91). Many experimental realizations of spin qubits are based on
lithographically defined quantumdots built on topof a2DEG inanAlGaAs/GaAs heterostructure.
Although extremely low–disorder samples have not traditionally been required for quantum dot
work (the electrons are localized on a length scale much shorter than a typical mean free path),
issues related to disorder, gating stability, and electronic noise generatedwithin the AlGaAs-GaAs
heterostructure are becoming increasingly important as experimentalists attempt to scale up to
coherent control of multiple spin qubits (91–101).

Heterostructures designed for spin qubits tend to differ markedly from those used to explore
the FQHE in the second Landau level. For spin qubits, the 2DEG is placed close to the surface,
typically between 50 and 100 nm, to aid electrostatic confinement with surface gates. Working in
this regime inherently limits 2DEG mobility, as a significant number of ionized donor impurities
are placed in close proximity to the conducting channel to account for band bending and surface
Fermi-level pinning. Nevertheless, 2DEGmobility exceeding 43 106 cm2/Vs can still be achieved
in these shallow 2DEG designs. As time-dependent potential fluctuations can cause decoherence,
a primary heterostructure design objective is material that produces quiet devices. Although it is
generally believed that time-dependent fluctuations are associated with charge tunneling into and
out of donor impurities, a complete understanding of noise andhow tomitigate it inAlGaAs-GaAs
heterostructures has yet to be achieved (102, 103). In our laboratory, heterostructures designed for
operation as spin qubits have focused on two approaches.We growmodulation-doped SHJs with
high-aluminum-content barriers (x > 0.35) and uniformly distributed silicon dopants in order to
understand the origins of charge noise. Interestingly, this structure design, one used from the
earliest days in the development of AlGaAs-GaAs 2DEGs, seems to produce the lowest levels of
charge noise among current designs that utilize silicon doping to produce a 2DEG. Another
approach currently under development involves the exclusion of silicon dopants altogether, re-
lying instead on the use of an insulated gate to generate carriers at an AlGaAs-GaAs interface
through a strong electric field effect. This device design shares many similarities with approaches
commonly found in mainstream silicon technology and offers the possibility of reduced charge
noise if indeed the silicon dopant atoms are the principal source of noise.

5.3. Bilayer Two-Dimensional Electron Systems

One of the most fruitful directions in current research centers on what happens when two high-
quality 2DEGs are brought into close enough proximity to form a bilayer electronic system. At
highmagnetic fields, many new states not found in single-layer samples have been discovered to be
associated with the extra degree of freedom (104–108), the bilayer layer-index, and the strong
electron-electron interactions in low-disorder samples. In this system, the most spectacular be-
havior is condensation of excitons formed from electrons in one layer with holes in the other layer
at total filling factor nT¼ 1 and small values of d/l, where d is the center-to-center distance between
the two GaAs quantum wells and l is the magnetic length l ¼ ffiffiffiffiffiffiffiffiffiffiffi

Z=eB
p

. This state is analogous to

368 Manfra

A
nn

u.
 R

ev
. C

on
de

ns
. M

at
te

r 
Ph

ys
. 2

01
4.

5:
34

7-
37

3.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

A
L

I:
 A

ca
de

m
ic

 L
ib

ra
ri

es
 o

f 
In

di
an

a 
on

 0
1/

05
/1

5.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



a BCS-like pairing of Cooper pairs, supporting unusual superfluid behavior (109–113). Bilayer
electron samples place significant demands on theMBE grower. A typical structure consists of 18-
nm GaAs quantum wells separated by a 10-nm Al0.9Ga0.1As barrier. Total electron density is
usually ∼13 1011 electrons/cm2, shared equally between the two layers. The disorder introduced
by the thin, high-aluminum-content barrier limits mobility to approximately 13 106 cm2/Vs. The
bilayer often must be gated down to lower density to explore the nT¼ 1 state. This process further
reduces bilayer quality. Recently, low-density samples with improved quality have been achieved
(114). Further improvements in sample quality at densities significantly below 13 1011 electrons/
cm2are expected to yield new results at fractional values of total filling. Several strategies to
improve low-density and low-disorder bilayer heterostructures are currently under development
in our laboratory. Bilayers with total electron density of 53 1010 electrons/cm2 and mobility of
1.2 3 106 cm2/Vs are now being studied.

5.4. Two-Dimensional Hole Systems

A two-dimensional system of valence band holes can also be formed at the AlGaAs-GaAs in-
terface. The two-dimensional hole system (2DHS) has several properties that distinguish it from
the more thoroughly studied 2DEG. Principal among these are larger and tunable effective mass,
stronger spin-orbit coupling, and absence of direct hyperfine coupling to the nuclear field of the
GaAs host lattice. The MBE grower has substantial flexibility, as several properties, including
effective mass and spin-orbit coupling, can be altered by heterostructure design, thus affording an
opportunity to examine the impact of these material parameters on correlated-state formation. A
principal drawback that has limited use of 2DHSs in this area has been the generally lower quality
(i.e., mobility) exhibited by 2DHSs when compared with 2DEGs. Traditional p-type dopants for
GaAs include beryllium, which diffuses significantly in the GaAs lattice at MBE growth temper-
atures, limiting 2DHS quality (14). Historically, the highest mobility 2DHSs were grown on the
(311)A face of GaAs, where silicon can be incorporated as an acceptor (115–117). The use of
efficient carbon doping techniques on the (100) face of GaAs has resulted in extremely high–
mobility and isotropic 2DHSs (118, 119). The highest mobility is now more than 2.53 106 cm2/
Vs. These samples have been used to study the impact of spin-orbit coupling on quantum Hall
nematic phases (120), the 2Dmetal-to-insulator transition (121), fractional quantumHall states in
the second Landau level (122, 125), and the unusual limits to mobility in 2DHSs (123, 124). It is
speculated that the lack of direct hyperfine coupling to the GaAs nuclei could be useful for spin-
based quantum computing.

6. OUTLOOK

The 2DEG in AlGaAs-GaAs heterostructures has been studied for more than thirty years, yet the
subject remains vibrant. Non-Abelian fractional quantum Hall states, localized spins in quantum
dots, and BCS-like condensation of excitons in electron bilayers are just a few prominent examples
of physics presently explored with GaAs 2DEGs grown by MBE. Interestingly, some of these
phenomena discovered in GaAs 2DEGs are now leading candidates for distinct implementations
of quantum computing. Furthermore, study of the GaAs 2DEG forms the basis for developing
understanding of newly appreciated topological phases that occur in several new, but less-well-
developed, low-dimensional material systems. We expect that further improvement of GaAs
2DEG quality through innovations in MBE growth will lead to the discovery of new physics
and attendant technological innovations. Using existing experimental data, a path toward higher
quality heterostructures based on improvement ofMBE startingmaterial quality has been outlined.
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Methodologies developed to produce higher quality AlGaAs-GaAs 2DEGs will also undoubtedly
provide a template for materials purification and heterostructure design breakthroughs in other
frontier solid-state systems.
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